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Abstract: We study a 4 by 4 complex matrix Jacobi (tri-diagonal matrix) arised from a non-
Hermitian discrete quantum system. Reality of the eigenvalues of the matrix in question is
investigated.
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1. INTRODUCTION

Some important problems of mathematical physics give
rise to the consideration of non-Hermitian (non-selfadjoint)
operators [3, 4, 8]. For the past ten years non-Hermitian
Hamiltonians and complex extension of quantum mechan-
ics have received a lot of attention, see review papers [2,
11]. It turned out that non-Hermitian operators having
real eigenvalues (spectrum) can also be used in quantum
mechanics. This motivates construction and investigation
of non-Hermitian operators with real spectrum. Recently
the author considered in [5] the following discrete non-
Hermitian problem:

−∆2yn−1 + qnyn = λρnyn, (1)

n ∈ Ω = {−M, . . . ,−2,−1} ∪ {2, 3, . . . , N},
y−1 = y1, ∆y−1 = e2iδ∆y1, (2)

y−M−1 = yN+1 = 0, (3)
where M ≥ 1 and N ≥ 2 are some fixed integers,
(yn)N+1

n=−M−1 is a desired solution, ∆ is the forward dif-
ference operator defined by

∆yn = yn+1 − yn
(so that ∆2yn−1 = yn−1 − 2yn + yn+1), the coefficients qn
are real numbers given for n ∈ Ω, δ ∈ [0, π/2), and ρn are
given for n ∈ Ω by

ρn =
{
e2iδ if n ≤ −1,
e−2iδ if n ≥ 2.

(4)

The problem (1)–(3) can be viewed as a discrete analogue
of the real line equivalent of some continuous quantum
systems on a complex contour examined in [1, 10]. The
main distinguishing features of problem (1)–(3) are that it
involves a complex-valued coefficient ρn of the form (4) and
that transition conditions (impulse conditions) of the form
(2) are presented which also involve a complex coefficient.
Such a problem is non-Hermitian with respect to the
usual inner product. In spite of this fact, the eigenvalues
(spectrum) of problem (1)–(3) may be real.

The eigenvalue problem (1)–(3) can be reduced to inves-
tigation of the eigenvalues and eigenvectors of a complex
Jacobi matrix (tri-diagonal matrix) and this matrix plays
the role of a Hamiltonian.

The main question related to the problem (1)–(3), in which
we are interested, is to find the conditions on qn and δ
under which the eigenvalues of this problem are all real.
Solution of this problem for arbitrary M and N turns out
to be rather complicated.

If δ = 0, then the problem (1)–(3) is selfadjoint (see [5])
and hence its eigenvalues are all real in this case. Further
we will assume that δ ∈ (0, π/2). In [5] it is shown that if
M = 1, N = 2 (2× 2 matrix case), and δ ∈ (0, π/2), then
the eigenvalues of problem (1)–(3) are all real if and only
if

q−1 = 0, q2 = −1, and δ ∈
(

0,
π

6

]
.

Moreover, under these conditions the eigenvalues are pos-
itive, distinct for δ ∈ (0, π/6) and equal to each other for
δ = π/6.

In [6], it is proved that if M = 1, N = 3 (3 × 3 matrix
case), then the eigenvalues of problem (1)–(3) are all real
if and only if

a− 1 = b+ c, (5)
b+ c− 1 + 2(bc− 1) cos 2δ = 0, (6)

(b+ c)(bc− 1) + 2(bc− c− 1) cos 2δ = 0, (7)
α2β2 − 4β3 − 27γ2 − 4α3γ + 18αβγ ≥ 0, (8)

where
α = −1− 2(b+ c) cos 2δ, (9)

β = (b+ c)2 − bc+ 1, γ = bc− c− 1, (10)
a = 2 + q−1, b = 2 + q2, c = 2 + q3. (11)

In the present paper, we investigate reality of the eigen-
values of problem (1)–(3) in the case M = 2 and N = 3
(4× 4 matrix case).

2. THE 3 BY 3 CASE

For the completeness, in this section following [6] we prove
that conditions (5)–(8) are necessary and sufficient for the
reality of all eigenvalues of the matrix

A =

 1 + (a− 1)e−2iδ −1 0
−e2iδ be2iδ −e2iδ

0 −e2iδ ce2iδ

 . (12)

Note that the eigenvalues of problem (1)–(3) in the case
M = 1 and N = 3 coincide with the eigenvalues of the



3 × 3 matrix A given in (12), where a, b, and c are real
numbers defined by (11).

First we prove the necessity of conditions (5)–(8). Assume
that the eigenvalues of the matrix A are all real. The
eigenvalues of the matrix A coincide with the roots of the
characteristic equation

det(A− λI3) = 0
that is

λ3 − [1 + (a− 1)e−2iδ + (b+ c)e2iδ]λ2

+[(a− 1)(b+ c) + (b+ c− 1)e2iδ + (bc− 1)e4iδ]λ
−(a− 1)(bc− 1)e2iδ − (bc− c− 1)e4iδ = 0. (13)

Denote the roots of equation (13) by λ1, λ2, and λ3. By
well-known relations between the roots and the coefficients
of a polynomial, we have

λ1 + λ2 + λ3 = 1 + (a− 1)e−2iδ + (b+ c)e2iδ,
λ1λ2 + λ1λ3 + λ2λ3 = (a− 1)(b+ c)

+(b+ c− 1)e2iδ + (bc− 1)e4iδ,
λ1λ2λ3 = (a− 1)(bc− 1)e2iδ + (bc− c− 1)e4iδ.

If the roots λ1, λ2, and λ3 are all real, then left-hand sides
in the last three equations are real. Then the right-hand
sides must also be real. This yields

(1− a+ b+ c) sin 2δ = 0, (14)
(b+ c− 1) sin 2δ + (bc− 1) sin 4δ = 0, (15)

(a− 1)(bc− 1) sin 2δ + (bc− c− 1) sin 4δ = 0. (16)
Since sin 2δ 6= 0 for δ ∈ (0, π/2) and sin 4δ = 2 sin 2δ cos 2δ,
we get from (14)–(16),

1− a+ b+ c = 0,
b+ c− 1 + 2(bc− 1) cos 2δ = 0,

(a− 1)(bc− 1) + 2(bc− c− 1) cos 2δ = 0.
Therefore the necessity of conditions (5)–(7) is proved.

We will need the following known result (see, for example,
[9]).
Proposition 1. Consider the cubic equation

µ3 + pµ+ q = 0 (17)
with the real coefficients p and q. Let us put

D = −4p3 − 27q2 (18)
that is called the discriminant of equation (17). Then:

(i) If D < 0, then equation (17) has one real root and
two nonreal complex conjugate roots.

(ii) If D = 0, then all three roots of equation (17) are real
and at least two of them are equal to each other.

(iii) If D > 0, then equation (17) has three distinct real
roots.

If the eigenvalues of the matrix A are all real, then as we
have shown the conditions (5)–(7) hold. Therefore, in this
case the characteristic equation (13) takes the form

λ3 − [1 + (a+ b+ c− 1) cos 2δ]λ2

+[(a− 1)(b+ c) + (b+ c− 1) cos 2δ + (bc− 1) cos 4δ]λ
−(a− 1)(bc− 1) cos 2δ − (bc− c− 1) cos 4δ = 0.

Using the identity cos 4δ = 2 cos2 2δ−1 we can rewrite the
last equation in the form

λ3 − [1 + (a+ b+ c− 1) cos 2δ]λ2

+{(a− 1)(b+ c)− bc+ 1

+[b+ c− 1 + 2(bc− 1) cos 2δ] cos 2δ}λ+ bc− c− 1
−[(a− 1)(bc− 1) + 2(bc− c− 1) cos 2δ] cos 2δ = 0.

Hence, taking into account (5)–(7), we get
λ3 − [1 + 2(b+ c) cos 2δ]λ2

+[(b+ c)2 − bc+ 1]λ+ bc− c− 1 = 0. (19)
Thus, if the eigenvalues of the matrix A defined in (12)
are all real, then a, b, c, and δ must satisfy the necessary
conditions (5)–(7) and the eigenvalues of A coincide with
the roots of equation (19). Now we define α, β, and γ by
(9), (10) and rewrite (19) in the form

λ3 + αλ2 + βλ+ γ = 0. (20)
If we put

λ = µ− α

3
(21)

in (20), then we get the equation
µ3 + pµ+ q = 0 (22)

which does not contain the term with µ2, where

p = −1
3
α2 + β, (23)

q =
2
27
α3 − 1

3
αβ + γ. (24)

Note that since a, b, c, and cos 2δ are real, the numbers α,
β, and γ defined by (9), (10) and hence the numbers p and
q defined by (23), (24) are real. The roots of equations (20)
and (22) are connected by equation (21). Therefore the
reality of roots of equation (20) is equivalent to the reality
of roots of equation (22). By Proposition 1, the roots of
equation (22) are all real if and only if its discriminant D
is non-negative. On the other hand, for this equation

D = −4p3 − 27q2

= −4
(
−1

3
α2 + β

)3

− 27
(

2
27
α3 − 1

3
αβ + γ

)2

= α2β2 − 4β3 − 27γ2 − 4α3γ + 18αβγ.
Therefore the necessity of the condition (8) is also proved.

Now we prove the sufficiency of the conditions (5)–(8).
Thus assume that the conditions (5)–(8) are satisfied. We
have to show that then the eigenvalues of the matrix A
are all real. The eigenvalues of A coincide with the roots
of equation (13). Under the conditions (5)–(7) equation
(13) reduces to the equation (19). Further, in virtue of
Proposition 1, the roots of equation (19) are all real under
the condition (8) in which α, β, and γ are defined by (9),
(10) The proof is completed.
Example 2. The conditions (5)–(7) in general are not
sufficient for reality of the eigenvalues of A. Indeed, the
numbers

a =
3
2
, b =

1
2
, c = 0, cos 2δ = −1

4
satisfy the conditions (5)–(7). Next, for these numbers we
have, according to (9), (10),

α = −3
4
, β =

5
4
, γ = −1,

and then according to (23), (24),

p =
17
16
, q = −23

32
.

Therefore
D = −4p3 − 27q2 < 0

and in virtue of Proposition 1 the roots of equation (22)
and hence the eigenvalues of the matrix A are not all real.



It follows that, if at least one of the conditions (5)–(8) is
not satisfied, then not all eigenvalues of the matrix A are
real.

3. DERIVATION OF THE 4 BY 4 NON-HERMITIAN
HAMILTONIAN

Since ∆2yn−1 = yn−1 − 2yn + yn+1 and from the second
condition in (2) we have

y0 − y−1 = e2iδ(y2 − y1)
so that (taking into account y1 = y−1)

y0 = y−1 + e2iδ(y2 − y1) = (1− e2iδ)y−1 + e2iδy2,

problem (1)–(3) can be written as
−yn−1 + vnyn − yn+1 = λρnyn, (25)

n ∈ {−M, . . . ,−2,−1} ∪ {2, 3, . . . , N},
y0 = (1− e2iδ)y−1 + e2iδy2, y1 = y−1, (26)

y−M−1 = yN+1 = 0, (27)
where

vn = 2 + qn, (28)
n ∈ {−M, . . . ,−2,−1} ∪ {2, 3, . . . , N}.

In the case M = 2 and N = 3, problem (25)–(27) takes
the form
−yn−1 + vnyn − yn+1 = λρnyn, n ∈ {−2,−1, 2, 3},

y0 = (1− e2iδ)y−1 + e2iδy2, y1 = y−1,
y−3 = y4 = 0.

Hence
−y−3 + v−2y−2 − y−1 = λρ−2y−2

−y−2 + v−1y−1 − y0 = λρ−1y−1

−y1 + v2y2 − y3 = λρ2y2
−y2 + v3y3 − y4 = λρ3y3

 , (29)

y0 = (1− e2iδ)y−1 + e2iδy2, y1 = y−1, (30)
y−3 = y4 = 0. (31)

Substituting (30) and (31) into (29) and using the explicit
expression (4) for ρn, we get

v−2e
−2iδy−2 − e−2iδy−1 = λy−2

−e−2iδy−2 + [1 + (v−1 − 1)e−2iδ]y−1 − y2
= λy−1

−e2iδy−1 + v2e
2iδy2 − e2iδy3 = λy2

−e2iδy2 + v3e
2iδy3 = λy3.

 . (32)

Setting
v−2 = d, v−1 = a, v2 = b, v3 = c,

A =


de−2iδ −e−2iδ 0 0
−e−2iδ 1 + (a− 1)e−2iδ −1 0

0 −e2iδ be2iδ −e2iδ
0 0 −e2iδ ce2iδ

 , (33)

y =

 y−2

y−1

y2
y3

 ,
we can write (32) in the form

Ay = λy.

Thus, the eigenvalues of problem (1)–(3) in the case M = 2
and N = 3 coincide with the eigenvalues of the matrix A
given in (33), where

d = v−2 = 2 + q−2, a = v−1 = 2 + q−1,

b = v2 = 2 + q2, c = v3 = 2 + q3.

4. REALITY OF THE EIGENVALUES

Now we investigate conditions for reality of the eigenvalues
of the matrix A defined in (33). The eigenvalues of the
matrix A coincide with the roots of the characteristic
equation

det(A− λI4) = 0
that is

λ4 + αλ3 + βλ2 + γλ+ θ = 0, (34)
where

α = −1− (a− d− 1)e−2iδ − (b+ c)e2iδ,

β = de−2iδ + (ad− d− 1)e−4iδ + d(b+ c)
+(a− 1)(b+ c) + (b+ c− 1)e2iδ + (bc− 1)e4iδ,

γ = [−d(a− 1)(bc− 1) + b+ c]e−2iδ − d(b+ c− 1)

−(a+ d− 1)(bc− 1)e2iδ − (bc− c− 1)e4iδ,

θ = (ad− d− 1)(bc− 1) + d(bc− c− 1)e2iδ.
If the roots of equation (34) are all real, then by well-
known relations between the roots and the coefficents of
a polynomial we get that the coefficients must be real.
This gives the necessary conditions (for reality of the
eigenvalues of A)

(a− b− c− d− 1) sin 2δ = 0,
(b+ c− d− 1) sin 2δ + (bc− ad+ d) sin 4δ = 0,

[−d(a− 1)(bc− 1) + b+ c+ (a+ d− 1)(bc− 1)] sin 2δ
+(bc− c− 1) sin 4δ = 0,
d(bc− c− 1) sin 2δ = 0.

Since sin 2δ 6= 0 for δ ∈ (0, π/2) and sin 4δ = 2 sin 2δ cos 2δ,
we get from the last conditions that

a− b− c− d− 1 = 0,
b+ c− d− 1 + 2(bc− ad+ d) cos 2δ = 0,

−d(a− 1)(bc− 1) + b+ c+ (a+ d− 1)(bc− 1)
+2(bc− c− 1) cos 2δ = 0,

d(bc− c− 1) = 0.
Then the coefficients α, β, γ, θ take the form

α = −1− (a+ b+ c− d− 1) cos 2δ, (35)
β = d(b+ c) + (a− 1)(b+ c)

+(b+ c+ d− 1) cos 2δ + (ad+ bc− d− 2) cos 4δ, (36)
γ = −d(b+ c− 1)− [d(a− 1)(bc− 1)

+(a+d−1)(bc−1)−b−c] cos 2δ−(bc−c−1) cos 4δ, (37)
θ = (ad− d− 1)(bc− 1). (38)

Thus, we have to investigate conditions for reality of roots
of the fourth order polynomial equation (34) with the real
coefficients given by formulas (35)–(38). This problem can
be reduced to the case of third order polynomial equation
(investigated in [6]; see also Section 2 above) as follows.
First, if we make in (34) the change of variable

λ = µ− α

4
,

then we get an equation of the form
µ4 + pµ2 + qµ+ r = 0 (39)

with the real coefficients p, q, r, which does not contain the
term with µ3. Next, using an auxiliary parameter t we can
transform the left-hand side of this equation as follows:

µ4 + pµ2 + qµ+ r



=
(
µ2 +

p

2
+ t
)2

+ qµ+ r − p2

4
− t2 − 2tµ2 − pt

=
(
µ2 +

p

2
+ t
)2

−
[
2tµ2 − qµ+

(
t2 + pt− r +

p2

4

)]
. (40)

Choose now t so that the polynomial in µ standing in the
brackets is a complete square. For this it must have a single
double root, that is, the equality

q2 − 4 · 2t
(
t2 + pt− r +

p2

4

)
= 0 (41)

must be held. The equality (41) is a cubic equation in t
with real coefficients. Let t0 be a real root of this equation.
For t = t0 the polynomial standing in the brackets in (40)
has double root q/(4t0) and therefore equation (39) takes
the form (

µ2 +
p

2
+ t0

)2

− 2t0

(
µ− q

4t0

)2

= 0

which is splited into the two equations

µ2 −
√

2t0µ+
(
p

2
+ t0 +

q

2
√

2t0

)
= 0, (42)

µ2 +
√

2t0µ+
(
p

2
+ t0 −

q

2
√

2t0

)
= 0. (43)

Therefore the roots of equation (39) coincide with the roots
of quadratic equations (42), (43).
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