Short term electric load forecasting using Neuro-fazy
modeling for nonlinear system identification

M. Mordjaoui*. B. Boudjema*. M. Bouabaz**
R. Daira*

*LRPCS Laboratory, University of 20August, Skikda

Algeria (Tel: 213665455784; e-mail: mordjaoui_mourad@ yahoo.fr).

** Civil Engineering Department, LMGHU Laboratory, University of 20August, Skikda, Algeria,
(e-mail: mbouabaz@ hotmail.fr).

Abstract: Electric load forecasting is a real-life problem industry.

Electricity supplier's use

forecasting models to predict the load demand eirtlcustomers to increase/decrease the power
generated and to minimize the operating costs oflying electricity. In addition to the conventibna
classical models, several models based on artificielligence have been proposed in the litergture
particular, neural network for their good perforroan Other nonparametric approaches of artificial
intelligence have also been applied. Neverthelbshese models are inaccurate when used inireal t
operation. The purpose of this paper is to preaesttort term electric load forecasting model using
adaptive neuro-fuzzy inference system (ANFIS). Wéeuks in detail how ANFIS is successfully applied
to weekly load forecasting with respect to diffdrelay types. The input-output data pairs used are
historical electricity load including losses of mugtolitan France of the year 2009 obtained fromRA&
website. Results and forecasting performance obdaiaveal the effectiveness of the proposed approac
and shows that it is possible to build a high agcymodel with less historical data using a comiina

of neural network and fuzzy logic which can be uigeckal time.
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1. INTRODUCTION

choice of the proper technique is important. In poaystem
planning, several model based on neural networle teen

Various phenomenons are observed during regulae tiRfoposed for short term electric load forecastinigey

intervals and the resulting data can be used fferdnt
purposes. Short term electric load forecastingnis of the
important criterions in the operation and planniod
electrical power production. It concerns the preédic of
power system loads over standard periods. The basiatity
of interest is usually the hourly total system lodidalso
concerned with the prediction of daily (short termjeekly
and monthly values (medium term) of the system laad
the maximum values occurred. However, mush effarg
been devoted over the past decades to developnaprde
the short term electric load and its correspondpmige
forecasting models in order to make an appropmadeket
decision.

Based on their capabilities to approximate the inear

enhanced their ability to learn and construct ahlgig
nonlinear mapping throughout a set of input-outfata pairs
(Lee et al, 1992), (Chaturvedet al, 2004). However, the
work of Espinozat al (Espinozaet al, 2007) focused on the
application of nonlinear system identification teitjue for
short term load forecasting. They used fixed-sieast
squares support vector machines for nonlinear astm in
NARX model. However, in the proposed model struetoy

h Espinoza, the load at a given hour is predicted tiwy

evolution of the load at previous hours. Their hssconfirm

that, the forecasting performance assessed foerdiff load
series is satisfactory with a mean square errartten 3% on
the test data.

Support vector machine techniques (SVM) for

continuous function, to identify complex system anglassification and regression have been succegsipplied

recognition, to predict time series...etc, neuralwoek,

to electric load prediction (Chert al, 2004). Results

evo'utionary programming, fuzzy |Ogic and neurojyjz obtained by Chemt al, shows that the climate information

approaches have been successfully applied
scientific and engineering fields in recent yeatswever, the

in deveiight not be useful in mid-term load forecastingwéver,

taking temperature factor into account may leadriorecise

data



prediction since the temperature information respiithe
prediction of the future temperature which is velifficult.

Nevertheless, model performances increase with
appropriate choice of data segments.

Artificial neural network model for short load faasting
provide errors when there are speedy fluctuatiorlead and
temperature. To overcome difficulties and to havegoad
model, fuzzy adaptive inference and similarity whiakes
into account the effect of humidity and temperathese

the type of time load series under study, modektigpment
should take into account seasonal patterns.

an

Figure 1 presents the load curve for one weeknnidiy. It is
found that the daily consumption usually beginshwlibw
values early in the morning followed by morning kea
consumption. The power demand decreases signifjcant
towards the end of the day. It shows also that pheer
demand on weekend is different from workdays. Fgoad
prediction of the load series, building of a modualst take

been employed (Amiet al, 2009). In this approach, fuzzy jnio account variations in monthly and seasonateisas the
adaptive inference is employed to adjust the loaves on \arioys factors affecting the load, such as weather

selected similar days and results obtained showoad g fictuations. However, the power consumed during erek

prediction with a small mean absolute percentage.er

The power of hybrid system that use the advantdgeeural
networks and fuzzy logic have been also used tectmst

medium and long term energy demand of a complicat

electrical system (Zarghanat al, 2007). With the proposed
approach, the authors try to search recurrentioaksttips in
the historical data that allows the prediction afergy
demand for several next years. In short term eteddad
forecasting, neuro-fuzzy technique has been emgdidge
optimizing the prediction calculation (Yusmet al, 2007).
Simulation results on a historical data of eighteeonths
give better prediction in comparison with convenéb
method. The drawback of this model is the use ddrge
number of historical data that is stretched in mgldecisions
regarding the adjustment of production over congiongn
real time.

The purpose of this paper is to analyze and disthesshort
term load forecasting from different point of view our

work, we propose a way of handling negative aspsct
existing short term forecasting models as the udseany

historical data and to reduce the learning time @rdplexity

structure of neural networks classically used eceic load

forecasting,

This paper is organized in four parts. In part@ necall the
main objective and a description of load forecagtiRart 3
present a brief study of statistical and artifidiatelligence
methods used for load forecasting. Anfis structwik be
presented in part 4. Results of proposed modettsirel for

in winter cold due to the increasing use of elechiéaters
differs from the power consumed during one weekummer
warm which also increases due to the use of aiditioning

&guipment figure 1 and 2.
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Fig. 1.Load series within a week (05 to 11 January 2009)
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Fig. 2. Load series within a week (08 to 14 June 2009)

load forecasting of RTE weekly load consumption anfor different seasons, from figure 3 and 4 of taéadunder

discussion are showed in part 5 followed by a amioh of
our research.

2. DESCRIPTION AND OBJECTIVE OF LOAD
FORECASTING

The main objective of load forecasting is to préske power
load consumption for operation and planning. Howgve

help electric company producer to make decisions on

purchasing, load switching, power generating, stftecture
development and for timely dispatcher informatidrmad
forecasting play also an important role for
evaluations of various financial products on enepgiging
offered by the market. Moreover, load forecastisg a
difficult task because of complexity, nonlinearapd many
important exogenous variables that must be corsitdfor

cortrac

study, we can observe that the maximum power copsam
occurs in winter seasons but the patterns of spsagimer
and autumn are similar along the week except tts¢ fivo
days of the week.
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Fig. 3. Comparison of weekly sketch over the year



Further simplifications are required to accommodbagdaily
and the weekly in the electricity demand series for
exponential smoothing of hourly data (Taysbal, 2006).

-
o

3.1.3 Smilar-Day Method

Power consumption (MW)
N O

In this approach, loads of similar day predictasgidered as
a linear or a regression procedure that can inchelesral
similar days (Yu-Jun Het al, 2005). Hence, it is based on
searching historical data for days with similar refuéeristics
to the forecasted day.

Fig. 4. Power consumption within a year o )
3.2 Artificial intelligence based methods

3. OVERVIEW OF LOAD FORECASTING o _
METHODS Artificial intelligence methods tend to be flexibnd can
handle complexity and non-linearity,

In the literature we can find a wide range of methdor

electric load forecasting (Englet al, 1992), (Ruziket al, 3.2.1 Expert system

2003), (Yanget al, 2001), (Azzam-ul-Asaet al, 2007). The

classification is based on certain characteriséesh as the These methods incorporate rules and procedures bged
type of load model, the type of data to providertimel, the experts. Expert systems are heuristic models, witiah
computational time required, the prediction alduritand the usually take into account quantitative and quadieatactors
availability of experimental results. Various medsoand in software which will then automatically be abte gredict
ideas have been tried for load forecasting, witmyimg Without human assistance. Several techniques wegped
degrees of success. They may be classified into t##ce the 80s. A typical approach is to try to eateilthe

categories (Rafal, 2006), statistical and artifizigelligence. ~ reasoning of a human operator. One possible mefbod
creating a human expert prediction is to searchhtbirical

database on the day that best fits the target thkyng
account of factors that characterize it. The valoéshe
corresponding load recorded to date are then talsethe
basis for forecasting (Ku-long Het al ,1990),(Rahman &

3.1 Satistical methods

Electricity load consumption is sampled 24 houdag, 365

days a year. It represents a consecutive measureatem at )
equally intervals what gives an opportunity to gppl hazim, 1996), (Rahman et al, 1988), (Hwan et a)120An

statistical methods including exponential smoothin xpert system can be an automated version of this &f

(Cristianseet al, 1971), (Moghraret al, 1989), (El-Keibet 'csearch process. Moreover, the expert systemegane rits
al, 1995), (Taylor, 2003), time series (Amjady, 2001)results taklng_more explicitly taking into accoustternal
: ; factors and daily usage patterns.

(Chatfield, 2000) and regression methods (Papalaxopet

al, 1990). These statistical techniques are attractiwvnd
allowing scientist to understand the system behanialer
study. The drawback of these methods is their lahitity to
model the nonlinearity of load consumption.

3.2.2 Neural network

Based on learning strategies, neural network metfmdoad
forecasting can be classified into two groups. fitg one is
a supervised neural network that adjusts its weightording
to the error between pre-tested and desired outpoée

It is one of most widely used statistical technjtieat reflect slecor_m arg metl?OdS tEaZEdb ond unsuperws_edmilearnmg
the relationship between power consumption and roth@dorthm. tsenerally, methods based on supervisaning

factors such as time, date and type of consumpfide algorithm like a feed forward multilayer perceptrare used

regression method tries to determine the curreloevasing a (Desoukyet al, 2000), (Hippert et al, 2001).
mathematical combination of the previous loads &mel
exogenous factors, typically weather and socialiabées

(Ruzicet al, 2003), (Charytoniulet al, 1998). The objective £,y |ogic is a generalization of Boolean logicallows
of t_h|s method is usually to detgrmme what theejpehdent §equction of output system from fuzzy imprecise iisp
variables have the greatest influence on the dependowever model based on fuzzy logic are robust in

variable. forecasting because there are no need to matheinatic
formulation between system inputs and outputs kinal,
2000), (Mastorocostast al, 1999), (Chowet al, 1997).
Electrical load forecasting using fuzzy logic catigr can
use several factors as inputs like temperature tand. A
defuzzification process is used to produce thereésiutput
after processing logic inputs.

3.1.1 Regression method

3.2.3 Fuzzy logic

3.1.2 Exponential smoothing

Used in a variety of applications because of ifsustness
and accuracy, in this approach, the predictionoisstructed
from an exponentially weighted average of past nlagmns.



4. Anfis structure first epochs of learning phase. In training phasdy the first
168 input-data sets are used whereas, remainingdh6s

An adaptive Neuro-Fuzzy inference system is a crodiere used for prediction test represented by fig.The

between an artificial neural network and a fuzzieience presented data demonstrates _that the training hadkng
system. It is a fuzzy Takagi-Sugeno model put ie th?ﬁ?ggs?r(()atdcev\ferljhelcfggfc:ﬁs%%].tion and the Neuxey
framewprk of adaptive systems to facilitat.e leagniand prediction were shyown in fig 7. FI)?esults clearly whthe
adaptation (Jang, 1993). The ANFIS architecture ti@0  eycellent training as well as prediction performanof
input variables< andy with two fuzzy setsAq, A, Brand B,  Takagi-Sugeno Neuro-Fuzzy network.

as is indicated ifrigure.5.

0.7
In this architecture, the first layer is formed hyaptive
nodes that give the degree of Fuzzy membershipeoinput. 0.6} 8
The second compute de firing strengths of the astsat
rules. Neurons constituting the third layer as@di neurons 05¢ ; ]
and play a normalization role to the firing strérggfrom the =
previous layer. Fourth layer is adaptive who give product C 7
of the normalized firing level and a first orderlyremial. Training data set
Finally, the last layer presents a summation ofiralbming 03 — Checking data set | 7
signals. : : ; ‘
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Fig. 5. ANFIS architecture Fig. 7. Anfis output versus pre-tested output

5. PROPOSED FORECASTING MODEL

STRUCTURE The Neuro-Fuzzy structure used was programmed with

computer. It uses 336 training data set in 100(nitrg
) ) epochs with arbitrary two membership functions tcte
Neuro-Fuzzy forecasting model has been testedyfifer elariable chosen empirically by examining the deinput-

modeling and forecasting weekly load. For mod : -
development of weekly time series data using AN§j§em, °utPut data. The rule number is 4, and the trairémgl

the time series daty = {7, 7z, . z } has to be Cchecking error are shown in fig 8.
rearranged in a multi input single output. *

For the given weekly data points modeling and dasting ]

the Neuro-Fuzzy predictor is supposed to work viih ook i PBesni . i i ]

inputs and one output only. The inputs are direeldtracted ) o

from the data sets. Here, the weekly load dataésiuThere 0.018 .. e G e ]

are 336 data samples (y(t),u(t)), from t=1 to t=336y

corresponding of half hourly load for a week. ZE 00161 e g m e =i S W

In order to predict weekly load consumption y(tg used ten i S N S S

dimensional vector as input described below: Sy I T T T .
l (o} 200 400 600 800

lnpUt = [y(t'l), y(t'2), y(t'3)! y(t'4)v U(t'l), U‘Q), u(t'?’)! U(t' Epochs

4), u(t-5), u(t-6)];

Output=[y(t)] Fig. 8. Error curves

To overcome the increased computational time anidahe
large number of rules and parameters of learnirg,nwst
select the input vectors according to the mininmedrein the



Figure.9 and figure 10 shows the initial and final membership
functions using the generalized bell-shaped membership
function.
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Fig. 9. Initial MF on x (a) and on y (b)
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6. CONCLUSIONS

In this study, application of neuro-fuzzy technique
presented for the prediction of the weekly loadveuANFIS
architecture is successfully used to predict

drawback of neural networks models.

real time system.
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